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EVALUATI(P~

1. This is the Final Report of the contract . It covers research ckxie

during the period 25 Jan 77 through 24 Jan 78. The objective was to

conduct a tborough assessn~nt of the applicability of Optical Si~~al

Processing (061’) tecFmiques to Air Force probl~ ns of Cc~uiunicat ion ,

C~ iinand and Control .

2 . Criteria for the successful izipl~ n~~tation of OSP related tecFa~iques

ware developed, and various C3 related syst~ n requirax~~ts ware ident-

if ied . Optical processors can be exploited to perform t~~ dinensicnal ,

real tiii~ spectral analysis , correlations, convolutions, frequency

domain filtering and pattern reco~~ition.

3. The above ~~rk is of value since it provides a capability to process

high bandwidth/data rate si~~als In parallel via optical Fourier/Fresrtel

transforrnatj cxis at a tnininun cost and size. This ~~rk will result In

both new and ii~proved si~~al processing devices applicable to radar ,

ccmm..niications , speech processing and ECWE(X}~ systen~ .
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APPLI CATI ONS OF OPTICAL SIGNAL PROCE SSING TO
( ‘OMMUNICATIONS , COMMAND AND CONTROL

1. SUMMARY

1.1 Objectives

The primary objective of this program is to conduct a

thorough assessment of the applicability of Optical Signal

Processing techniques to the Air Force problems of Communi-

cations Command and Control. The program includes the

following tasks:

• An in—depth assessment of the present state

of the art of coherent and incoherent optical

signal processing techniques.

• Identification and analysis of specific

promising applications of OSP to the handling

of wide bandwidth radar and communication

signal , with particular emphasis given to the

incoherent techniques and the various hybrid

combinations possible through the incorpora-

tion of SAW , CCD , and ot her analog technologies .

• Identification of the specific technical

deficiencies which hinder the implementation

of these applications .

• The recommendation of specific conceptual and

experimental programs to resolve these
deficiencies.

—1—
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1.2 Conclusions

Although many other significant applications exist , the

most attractive application of optical signal processing to

C3 lies in the area of spread spectrum communications. The

spread spectrum problem of synchronization and decoding

reduces to a correlation . Because of the speed-of—light .
parallel processing capability of optics , correlat ion may
in principle be performed more rapidly with optics than

with electronics. Three distinct optical correlation tech-

niques are examined : brute force shadow casting , non~oherent
correlation via pupil masks , and conventional coherent

optical matched filtering and correlation . The noncoherent

pupil mask technique is novel , and hence demands deeper

theoretical and experimental exploration .
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2 . OPTICAL SIGNAL PROCESSING

From a systems point of view , the most characteristic

feature of an optical processor is that it is an analog

device which employs a modulated beam of light; that is,

the information is placed on an optical carrier. Since

this modulation or input task can rarely be accomplished

without great effort , particularly in applications requir-

ing real time response , the natural question to ask is:

Why bother? What advantages are to be gained from the use

of an IF a t optical frequencies? An d when do the bene fits
outweigh the penalties?

Many of the potential advantages are directly traceable

to the physical laws which govern the propagation of light.

Because of the very short wavelengths , light  beams can be
conveniently constrained to very small cross sections with

dimensions on the order of microns or less , permitting

extremely compact two and three dimensional storage of
information at densities of io12 bits per cc or higher

(i.e., approximately one bit per cubic micron). As an

electromagnetic phenomena satisfying Maxwell’s equations ,

light propagation is describable naturally as summations

of elementary wavelets via Huygen ’s Principle which are

formally identical to two dimensional Fourier or Fresnel

transform relat ionsh ips. Because of the high frequencies
of optical waves (.~1O15 Hz) and the relatively weak frequency
variation of its properties of interaction with matter,

gigahertz bandwidth modulations are readily tolerated.

And finally , the nature of its interaction with various

materials permits light beams to be easily manipulated by

simple and re lat ively inex pens ive components such as lenses ,
mirrors , transparencies , gratings , and the like .

-3—



Thus by placing the information on an optical carrier

one can hope to gain

• conven ient 2 and 3D storage of large amounts

of in fo rma t ion ,

• automatic parallel processing via propagation-

associated Fourier/Fresne]. transformations ,

• high bandwidth/data rate capabilities , and

• simple physical components.

If the intended application does not exploit one or more

of these advantages there is probably no reason to consider

an optical processor for the job. If,on the other hand ,

the application appears to qualify , then one must pay care-

ful attention to the obstacles and penalties which may be

associated with an optical implementation . Chief among

these is the simple fact that optical processors are analog

devices and thus troubled by the low frequency alignment

and level drifts which afflict all such systems . Of course ,

this in itself does not disqualify analog devices , but does

become a critical factor If equivalent digital techniques

exist. Next one must face the difficult modulation issues

associated with impressing the information onto the optical

carrier —- the input problem . A one dimensional time modu-

lation of a light beam is a relatively simple task and band-

widths in excess of a GHz have been demonstrated a number

of times using different light sources and different modula-

tion techniques . However , to make maximum use of optical
processing capabilities , it is usually necessary to impress

on the beam information in the form of one or two dimensional
spatial modulations of light amplitude and phase. To convert an
incoming electr ical signal to a one or two dimens ional opt ical
transparency in real or near—real time requires one of the

many li ght valves curren tly under development .~~~ With each
comes problems of resolution , total capacity, dynamic range ,
noise , write and erase time , and so forth . Al l are limited
in major  ways and few are readily available .

—4—

-. - -- - Th~~—~~

1~~~!~S’~ ~~~~~~ 
- - - - 

-.------ 
. 

- .... - -



While achieving the appropriate input modulation is

notor ious ly  d i f f i c u l t, the  implementation of stored two

dimensional transparency “filters” which operate on the

incoming information is relatively easy . Although great

care must be taken and the processing tolerances are often

severe if high quality performance is required , frequently

it is possible to generate these “filters ” at our leisure
making use of a variety of computer and photographic aids .

In terms of the generic strengths and weaknesses of

optical processing we can establish the general features

wh ich should be characteristic of applications which can

benefit significantly from an optical implementation . Not

too surprisingly , since an optical processor is typically

a high data rate , analog processor it should be placed as

close to the front end of the system as possible, before

an y A/ D conver sion has taken place . Al though one can
imagine exceptions , if the signal has already been converted

to a digital form and is being adequately handled by the

digital electronics , it is very difficult to justify the

introduction of an optical carrier . In fact , if a digital

system can do the job at all it will generally be the pre-

ferred solution because of its fixed error characteristics

(i.e., no drift) and its generally convenient size, power ,

and cost requirements.

If there is a need for the parallel processing of

large amounts of stored information , however , the optical

processor can rapidly outstrip th~ digital competition .
It’s precisely these virtures which have contributed to

the success of the single most famous application of optical

signal processing yet developed —— the processing of syn-

thetic aperture radar (SAR) data. In spite of our inability
*to process SAR data in real time until fairly recently,

*ERIM resu lts us ing an experiment al thermoplastic electron
beam light valve -- private communication from G.D. Currie.

-5—
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the optical approach has provided the only technique capable

of handling the vast amounts of storage and parallel pro-

cessing required by high resolution SAR continuous strip

mapping applications. The optical system ’s ability to
store the data in a two—dimensional transparency format

which is directly useable as the input to the optical

parallel processing sections (i.e. , system of lenses and
aperture stops) is key to this success.

The kinds of applications we are seeking for optical

signal processing then should be such that they require

the optical processor to accept wide bandwidth signals at

or near the front end of the system (radar, communication
or whatever), temporarily store the data and perform parallel
processing operations on this data, perhaps combined with
previously stored “filter” data.

-8-
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3. POTENTIAL APPLICATIONS TO C3 PROBLEMS

Examining communications , command and con trol (C3)
from this point of view we can identify a number of potential

applications which have requirements for the storage and

parallel processing of high data rate information. Radar

signal processing is one such area rich in possibilities .

Howeve r this topic has rece ived a great dea l of attent ion
to date* from proponents of optical signal processing and

yet , with the exception of the high resolution synthetic
aperture radar case , has so far failed to displace the

traditional analog methods and digital techniques . For
this reason , we have temporar ily passed over radar proces-
sing and searched further into C3 for other promising, but
even more demanding tasks which could offer the optical

implementations better hope of success.

One outstanding candidate has emerged from this

search -- spread spectrum processing .t The needs of spread
spectrum systems seem ideally matched to the strengths of
optical processing. The spread spectrum receiver must
accept a wide bandwidth coded signal , correlate it with

some kind of stored replica of the code in order to identify
at what point in the code sequence the transmitter is cur-
rently operating and then use this information to synchronize

a decoder to strip the wideband code from the narrower band
information signal . Optically one can imagine a processor
which accepts a segment of the incoming coded signal , con-
verts this sequence to an appropriate spatial pattern , via
a light valve of some kind , an d then through an opt ical

*This is currently under active investigation at Ampex , SAl ,
Carnegie Mellon , and perhaps other laboratories sponsored
by BMDTAC .
tTh is topic was first brought to our at tent ion by Dr . A.

Yan g of RADC/ET Hanscom A ir Force Base , Bed ford , Mass .
—7 —
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parallel processing operation , cross correlates this input
segment simultaneously with all parts of the code which has
been previ ously stored in a two dimensional transparency
format . Even for long codes , the position of the true
correlation peak should be rapidly ident if iable  from its
magnitude and its continuous consistent motion through the
code sequence . Ha ving located the “target” ( i . e . ,  prope r
code phase)” thro ugh this coarse , wide “f ield—of-view ”
search , it could be “handed ove r ” to the high resolution
sliding correlation digital search system customaril y
employed for final code synchronization techniques have
much to offer spread sprectrum processing, particularly

for long codes. (See Figure 1.)

*Looking fur the r , one can even imagine an optical

spread spectrum proce ssor which accepts the coded input
in time segments just equal in length to one bit of the
low bandwidth information signal ; simultaneously cross

correlates with stored replicas of the code in its severa l
forms ( i . e . ,  corresponding to + and — information b i ts) ;
and by i den t i fy ing  which version of the code produced the
largest correlation peak, correctly identify the information

bits without need for code acquisition and synchronization .

In formation bit synchronization would be required but this

should be a much simpler task !

If such a system could be implemented the receiver ’s
tasks would be greatly simplified and spread spectrum

technology could perhaps find wider applications . All

in all the general consideration augur well for the suc-
cessful application of optical signal processing techniques

to the processing of spread spectrum signals . There seems

to be a systems need and an excellent match to optical pro-

cessing technology as the best features are effectively

*The details are far from clear. Figure 2 shows one approach.

—8—
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Acquisi t ion of Spread Spectrum
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utilized —- that is, the optical system will provide a

high bandwidth front end relying on total code storage

and parallel processing !

To th is point the discussion has been deliberately
general and superficial . We must now begin to address

the detailed considerations of how such an optical spread

spectrum processor can be best implemented , what are the
specific component requirements and what would be the best

sequence of experimental and analytical investigations

which could be carried out to minimize the time , money ,

and risks involved in the successful development of this

technology.



4. SPREAD SPECTRU M

For the purposes of this in i t ia l  exploration of the
applications of optical signal processing techniques to
spread spectrum let us arbi t rar i ly  restrict  ourselves to
bi—phase s ignals .  Other modulation schemes , such as those
which depend on time or frequency hopping techniques , can be
considered at some later stage.

A typical spread spectrum bi—phase signal~
2
~ is

constructed by Impressing a high bit rate binary (i.e.,

± 1) code C(t) on a similar , but lower bit rate informa—

tion carrying signal 1(t) such that the transmitted signal

S(t )  has the form

iw t
S( t) = C ( t ) . I ( t ) . e  c (1)

where the exponential term represents a narrow ban d carrier
and the code and info rmation function C ( t )  and 1( t )  take
on only the binary values of +1. The bit rate of the code
can be as much as times higher than that of the inf or-
mation and the specific code sequences chosen are selected
partially on the basis of their noise—like spectral charac-

terist ics. Thus if not decoded , a spread spectrum signa l
will look much like a noise signal with a bandwidth wh ich
is approximately two times the code bit rate with the

information signal effectively buried in the noise. Figure

3 i l lust ra tes  such a bi—phase code .

In order to decode a bi-phase spread signal of the
form indicated in eq. 1, the receiver must first have a
code generator capable of generating the correct code at
the correct bi t  rate . Then he must ident i fy  what portion
of the code is correctly being transmitted and synchronize
his code generator to i t ;  that  is , he must “acquire” th e

—12—
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+1

In format ion

1(t )

I I I
_ 

—

I I I I I

I ( t ) . C ( t ) J~jT[~__RRFIJI__ 

I

Figure 3: Typical Bi-Phase Code Used for Spread
Spectrum Transmission
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code . In practice , th i s  can be an extremely d i f f i c u l t
task as codes w i t h  periods as long as minutes , hours or
even days can be readi ly generated. With the code gene-
rator of both the transmitter and receiver properl y synchro-
nized to the same bit , the decoding is accomplished by

simply multiplying the incoming signal 5(t) by the receiver—

generated code Ca( t ) . Since each bit is either a +1 or
a —1 the product of the two code factors will always square

to +1, thus effectively removing the code. The decoded

signal is therefore

(S(t)lD d d E CR( t ) S(t )

E iCR( t ) .C
T(t)I.1(t).exp (i~ c

t)

(2)
E I(t).exp(iwct)

since CR(t) CT(t) C(t)2 = (±l)2 = +1 for CR(t) 
E CT(t).

If the codes are not properly synchronized , that is,

if they di ffer  by even one bit in phase , the product CR~
CT

produces another noise—like signal with the same spectral

characteristics as the original code. In fact , for the
commonly used maximal-length shift—register generated codes~

2
~

the product of two phase-shifted versions of the same code
is simply another version of the same code with some other

phase ; that is

C ( t — t 1) . C( t— t 2 ) C ( t — t 3) t 1 ~ t 2
(3)

+1 t l = t 2

Obviously code acquisition and precise synchronization is
an absolute prerequisite for successful decoding!

-14—
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C ( t )  • C ( t )  = +1

Figure 4: Decoding by bi t—by-bit  multiplication of
two perfectly synchronized versions of
the same code
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Mathematically, the proper phase of the code can be

determined by considering the cross section between the

incoming code and the various possible phase shifted ver-

sions of the same code obtained from a stored or locally-

generated form of the code. The so—called maximal length

codes referred to above have the remarkable property that

the autocorrelation function A(t) where

A(t) = j dt ’ C(t’)C(t’—t) (4)

has single peak corresponding to zero phase shift (i.e. ,

t 0) and is a constant for all phase shift differences

greater than ± one bit (i.e. It t >1). Such an autocorrela—

tion is illustrated in Figure 5a. The ratio of peak to

side lobe level, is precisely equal to the total number of

bits N in the code. This property of maximal length codes

is strictly true only when full length code sequences are

used , that is, the integrat ion in eq . 4 mus t extend over
the fu ll per iod of the code and the code sequences are
assumed to be repeated continuously , as if they were wrapped

around a cylinder.

Unfortunately, in practice the incoming code is

generated in time and unless the receiver can wait through

one full code sequence , a complete version of t he incom ing
code will never be available. Under these circumstances

the nex t best bet is to select a reasonable lengt h sample
of code and cross correlate th is with the stored code —-
that is, conceptually slipping it along the stored code

and multiplying and summing to compute the cross correlation .

Obviously when the proper segment of the stored code is

found the product of the two codes will be uniformly equal

to +1 and a peak correlation will occur with the summatic -~
just equal to the total time length of the segment chose?~..

For other positions some bit disagreement will occur g-

rise to negative contributions to the sum , which inevit~~~. -’
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— --- — N = 2 ~-1

_ _ _ _ _ _  

I 
_ _ _ _ _ _I Zero ‘
~- —1

—iBit Sh i f t  +lBit

Fi gure 5a

True
Correlation

___ — —  —-- N

Pseudo Correlation
Peak

0

Figure 5b

Figure 5
a) Autocorrelation of total maxima length sh i f t

register code .
b) Cross correlation of code sub-segment with

full  length code .
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reduce the value of the cross correlation function below

tha t  of the peak . Wi th sub—segments of the code , however ,
the resul t ing sidelobe levels are not un i fo rm as when the
f u l l  code length is used. Large pseudo correlat ion peaks
do occur , although they never equal the value

of the true zero—phase d i f fe rence  correlation peak .

If  the f u l l  cross correlation funct ion could be
examined for all phase shift differences , the true cor-

relation peak could be reliably determined from its maximal

property , as long as the di f fe rence between the peak an d
the next largest pseudo—correlation on side lobe peak suf-

ficiently exceeds the signal to noise ratio . With the

digital processing techniques currently used to implement

spread spectrum decoders , this is never a valid alternative .

For practical code lengths and bit rates , it simply requires

too much computation , too fast. The usual approach is then

to select one , or at most a few , code segmen ts wh ich are
continuously cross correlated with the incoming signal .

One must then wait for the right segment of code to come

along and identify it by its large correlation peak. For
a long code , in the absence of other clues —— such as the
appropriate time the code sequence was initiated -- this
haphazard search procedure could take a long time . Misin-

terpretation of large pseudo correlations leads to fake
synchronization , particularly when the signal strengths

are unknown or fluctuating or in the presence of inter-
ferring similarly coded signals. Such a sub—sequence cross
correlation is Illustrated schematically in Figure 5b, and

may be contrasted with the true autocorrelation depicted
in Figure 5a.

-18-
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5. OPTICAL CODE ACQUISITION

If we now consider the possibility of an optical

implementation of the cross correlation code acquisition

search it appears that because of the “speed—of—light ,”

parallel processing capabilities of optical signal proces-
sing, a phase search of the total code sequence in real

time may well be practical . It is possible for an optical

correlator to select a segment of the incoming signal ,

convert it into a suitable one or two dimensional image

and cross correlate it simultaneously with all sections of

the complete code which has been stored as an appropriate

one or two dimens ional tran sparency. The resul ting cross
correlation function will generally be available in the

form of a spatial image which can then be examined to

identify the position , and hence phase , of maximum cor-
relation . Once the input signal segment is available,

the actual computation of the correlation function is

carried out in the time it takes for light to propagate

through the optical system —— typically only a few nano-

seconds at most. The search for the peak will then take

more time but can reasonably be carried out in a millisecond
- or less with more or less convent ional image scann ing
techniques . Of course , since the code continues to change

with time , the peak of the correlation will continue to

move systematically through the code sequence giving rise

to a correlation spot which moves at a constant velocity
in the correlation “image. ” This consistent trajectory

will also be useful in distinguishing the time correlation

peak from the pseudo correlation fluctuation which should

show no such un iform motion , but rather “flash” on and
o ff . Several scans of the correlat ion image will thus
be necessary before the peak can be reliably detected.

With the correlation peak position and “velocity ” estimated ,
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it should be a simple matter to handover to the standard

digital (narrow field of view) acquisition sensor which

can be quickly programed with a code segment chosen to

be just ahead of the present phase of the received code .

From t his point on conventional digital practice wil l be
adequate for precise code synchronization , track ma inten ance
(phase locked loops or whatever), and decoding.

As has been deliberately suggested by the terminology

used in the above discussion , the optical correlation step
transforms the time phase synchronization problem into a
standard spatial search and acquisition scenario . The code
acquisition is thus no longer determined by the bit rate of
the code but by the time required to successfully conduct
the spatial search.

5.1 Effects of Doppler

So far , it has been tacitly assumed that an optical

correlation technique may be applied to the base band code

signal . This implies that the RF carrier (which is auto—
matically “suppressed” by the balanced modulation imposed by
the code) is somehow available at the receiver , and that the
spread spectrum signal is accordingly heterodyned to base
band without phase corruption .

Were it not for Doppler , or time varying multipath
e ffects on the communication channel ( and in certa in circum-
stances pecul iar effec ts on clocks pred icted by Einstein ) *4,
it would be feasible to supply the suppressed carrier with
an onboard frequency standard such as a Maser . In view of
t hese prob lems , however , a more practical approach is to

*Brought to our attention by Mr . Clare C. Leiby Jr. of
RADC/ET, Hanscom AFB , Bedford , Massachusetts.
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extract the “suppressed” carrier from the received spread
spectrum signal itself. Figure 6 shows this may be facili-

ta t ed by simp l y squar in g the biphase signal , S( t )cos(w
~
t),

to generate ~(l + cos(2w
~
t)), since (S(t ) ) 2 = 1. This sig-

nal at twice the carrier frequency will be corrupted by

no ise , and it must be tracked (Figure 7) with a phase-locked

loop and then halved to create the desired carr ier frequency .
Alternatively, a Costas loop (Figure 8) may be used instead

of the squaring loop . The Costas loop appears more compli-

cated than the squaring loop, but detailed analysis shows

they are equivalent .5

An appreciation of this fact may be gained by observ-

ing that both the squaring loop and the Costas loop employ

nonlinear operations (squaring and mixing) and that both

rely upon phase-locked loops. Digging a little deeper into

the operat ion of the Costas loop, suppose that the VCO
(Voltage Controlled Oscillator ; an oscillator whose frequency,

w , is controlled by an input voltage , v: = -v) of the

phase locked loop is momentarily oscillating at cos(wc+c) t ,

wh ile the input spread spectrum signal is S( t )  cos(w0t).
The mixer in the top branch of the circu it t hen produces a
signal of S(t) cos(wct ) cos((w c+E)t); the mixer in the lower
branch , a signal of S(t) cos(w t) sin((w +e)t). These sig—

C 2nals are then mixed again to produce a signal of ( S ( t ) )
cos2(w ct) COS((UJc+C)t) s1fl((wc+c ) t )

~ 
(At this point , notice

that a factor cos2(w
~

t )  appears , just as in the squar ing
loop!) A little trigonometry shows that this product of

signals contains a low frequency component of

v ~(S(t))2 sin(Et), which is isolated by a lowpass fil-

tering operation . In time, the VCO changes its frequency
to reduce v , and in the process c + 0, so the VCO locks
onto the carrier w. An analysis of the phase—locked loop

in the presence of noise has been carried out by Viterbi.
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S(t) cos(w
~~

t )
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DIVIDE BY 2

Figure 7. Squaring Loop
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S( t) cos(w0t) 
~~~~~~~~~~~~~~~~~~~~ 8( t )  cos(w t )  cos((w + e )t )

t v = (S(t)2

[BANDPA SS L
FILTER J~1 cos((w +c)-t )-

~~~~~~

SHIFT

_ x — ~ S( t )  cos(w
~ t )  s in ( (w +c)-t )

q 

—

Figure 8. Costas Loop
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5.2 Hand Over of Synchronization

The requisi te sh i f t  register tapping network2 hav ing
been previously specified , the receiver code generator re-

quires but two additional pieces of information :

(1) the instantaneous code rate , and
(2)  the instantaneous code phase .

We have observed (Section 5.1) that a squaring loop or Costas
loop may be used to acquire the carrier frequency; the code

rate may be obtained by frequency division of the carrier ,

because the transm it ted code is generated in synchron ism
with the carr ier.

The code phase must somehow be der ived from the
position of the correlation peak in the output image of the
correlator (F igure 1) .  Operationally , the code phase corre-
sponds to the binary word residing in the shift register .2

If the proper binary word could be determined from the

position of the correlation peak , the word could be loaded
into the shift register , and synchronization would be

accomplished .

One way to do th is is to interrogate a transparency
repl ica of the code with  a deflected light beam which tracks
the position of the peak in the correlator output image , as
in Figure 9. Since the handover operation will involve some
delays, it may prove necessary to “look ahead” in the code
sequence during this interrogation step ; this may be accom-
plished by simply offset t in g the position of the light beam .
In any event , the major synchronization job is complete , and
tracking of the code to maintain  synchronization may be per-
formed with a delay-lock loop.7
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Figure 9. Handover of synchronization
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C. PflSSIBLE OPTICAL CONFIGURATIONS

The ma thematical operation to be carried out by the
optical processor for this spread spectrum application is

cross correlation. That is , given a segment AS( x )  of the
incoming code in a one dimensional spatial format , an d a
stored vers ion of the code C(x)  we must compute the funct ion
A~s(x )

A
~s
(x) = 

fdx ’ ~S(x ’)  C(x ’ —x )  (~ S*C) (5)

for all values of x over the length of the code L NAx ,
where N is the total number of bits in the code and Ax is
the spatial interval corresponding to the representation

of one bit. For long codes, a one dimens iona l representa-
tion will not be practical so the code will have to be

compressed into a two dimensional raster . Proper regard

must be paid to the overlap at the ends of each line so

that the breaks in the code continuity do not produce
“blind spots” —— that is, sections of code which are
physically split into two parts , one on each of two ad—

jacent raster lines such that a good correlation with the

same unsplit  segment is not possible .

6.1 Geometric Optics Incoherent Processor

There are several general optical signal processing

techn iques ava ilable which are capable of implementing the
cross correlation process defined by eq. 5. The simplest
in concept , although definitely not the most efficient in

pract ice , involves a direct , brute force application of

incoherent optics . Consider the optical configuration

illustrated in figure 10. The code has been recorded as

a series of holes in an otherwise opaque filter plane --

H. —27—
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Figure 10: “Brute Force” Geometric Incoherent Optical
Processor for calculation of the cross
correlation function ASIC.
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say a hole for each +1. bit , and no hole for each -1 bit.
The incoming coded segment is written as a similar linear

array of transparent and opaque areas by means of some

kind of light valve which is compatible with the received

signal properties . For example , this could be a GE light

• valve, the ERIM thermoplastic unit or any other electron

beam addressed l ight  valve or even a snapshot acoustic
device using a Bragg scatter bulk delay line and a flashed
light sourcec1~ Forpurposes of study we can give up the

real time aspect and simply make the input a photographic

transparency or aperture mask .

If an incoherent light source is placed such that

it illuminates the “image” or correlation plane as indicated
in the f igure , it can be shown that in the limit of geometric
optics (that is , neglecting diffraction effects) the image
plane i l luminat ion can be descr ibed as a “convo lution ” of
the two transparencies .

1d x + d x’~1(x) _
Jdx ’ T1(x’) T2( d + d (6)

Image ~ 1 2 /
Plane

where T1 and T2 represent the two mask transparencies an d
d1 is the distance between the mask and d2 the distance
from the second mask to the image plane as illustrated in
f igure  11.

Physical ly it is clear that i f the two aperture masks
are scaled properly by the ratio of the distances from the
image plane , there will be a point of maximum light where
the illuminated bits of the input code sub—sequence can be
“seen ” through the aperture holes of the code mask which
correspond to this same code sub—sequence. For any other
point in the image plane some of the illum inated bits of
the input will be blocked by opaque par ts of the code mask
and the i l luminat ion  level will be reduced .
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Figure 11: Geomet ry of geometric optics incoherent
processor.
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For a small enough code , large mask eleme nts can be
considered and the neglect of diffraction can be a reason-

able assumption . Under these cond itions , this simple

incoheren t optical processor will , in fact , generate an

illumination plane distribution which represents the complete

cross correlation functions simultaneously generated for all

possible displacements.

For the larger codes of practical interest , smaller

mask dimensions are inevitable if the full code is to be

compressed on to a reasonable sized two—dimensional format.

Using a nominal bit dimension of 1~ we ~ee that at least N
square microns or N x io

_ 8 
square centimeters are required

for an N bit code . The minimum mask areas required by

various codes are presented in table 1 for a number of

maximal length codes.

~hift Code Sequence Sequence Period ~stimate d Optical

~ength ,n Length N=2~-1 at 100 Mbps rate Tota l Code 
or

7 127 1.3 ~i sec 1.3x10 6cm2

8 255 2.6 ~i sec 2.6x10 6cm2

9 511 5.1 ~i sec 5.1x10 6cm2

10 1,023 10.2 ~i sec 1.Ox10 5cm2

11 2,047 20.5 ~ sec 2.0x10 5cm2

12 4,095 41 ~ sec 4 . lx lO 5cm2

13 8,191 82 ~i sec 8.2x10 5cm2

17 131,071 1.3 m sec 1.3x10 3cm2

19 524,287 5.2 m sec 5.2x10 3cm2

23 8,388,607 84 m sec 8.4x10 2cm2

27 134,217,727 0.13 sec 1.3cm 2

31 2,147,403,647 0.36 mm 21.5cm2

43 879 , 609 , 302 , 207 1.02 days 0.88 (meters ) 2

Table 1

EstImated Mask Area Required by Maximal Length Codes
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Of course with dimensions on the order of a micron ,
severe d i f f r ac t i on  effects  are inevitable and the incoherent
correlator suggested above wil l  not work for large codes .

The d i f f rac t ion  wil l  wash out or obscure the correlation
structure we are interested in.

6.1.1 Di f f rac t ion  Limits

The effect of diffraction on the simple incoherent

processor described above can be rough ly estimated In
terms of Fresnel near-field diffraction concepts. In

reference 8 the limit of geometrical optics is discussed
where it is shown that for a slit of width AL , placed a
distance d from the source and distance d2 from the shadow
or image plane ( f igure 11) d i f f rac t ion  effects  can be
neglected when

AL >> 1 (7 )

If we take this as determining the lower size limit on
bit sizes in the code f i lte r  plan e~ we can estimate the
size of the code we might hope to process wi th  the simple
processor. The number of bits of area AL 2 which can be
stored on an L by L square f i lter  is given by

2
- (8) .

AL2

which by eq. 7 must be limi ted by

For visible light (3 5 x cm) this becomes

N~~~4 x 104 L2 ( ~~~~+~~~-) (10)
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For examp le , if we assume d1 
= d2 = L = 10 cm we find that

5 .N - 2 x 10 bi ts  (11)

and each bi t  would be approximately T5~ 1/5 mm on a

side . A p p a r e n t l y ,  i t  may be pract ical  to apply this  very
simple incoherent correlation to reasonable large codes

—- 2 x 10~ bits exceeds the size of a 17 shift register

max imal len gth code.

6.2 Alternate Approaches to Incoherent Processing

Of course , ultimately diffraction effects will become

too serious to be ignored and more sophisticated techniques

must be brought to bear . The obvious thing to do is to

collect the diffracted light and use it rather than trying

to suppress it. Incoherent optical processors which operate
along these iines~~~ have the general form illustrated in

figure 12. In this configuration , the split lens pair

acts to image the object plane into the image plane , such
that

1(x) = 0(x)oF(x) (convolution) (12)

where the system impulse response or in tensi ty  point spread
function (PSF) F(x) is equal to the square of the magnitude

of the Fourier transform of the pupil function ~ (u ) . Each
object point considered by itself produces a uniform coherent*

i l lumination of the f ilter transparency or pupi l func tion

• ~(u) and the second lens then generates its fourier t ransform
p (x) in the image plane. The intensity point spread function

F ( x )  is thus -

F( x) = p ( x ) 1 2 (13)

*t h a t  is , spat ia l ly  coherent

~. c~~ .,.4 -. . .~• .-~~~ - 
- 
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Dif fuse
Illumination

/ Pupil Image
Transparency 1(x )

Object ~(x)0(x)

1(x) = O ( x ) o ( p ( x ) 1 2

whe re

p(x) Fourier Transform of ~ (u )

Figure 12: Incoherent Optical Processor which
uses diffraction
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If we now integrate over the incoherent distribution of

sources in the object plane,eq . 12 immediately follows .

The Fourier transform of the point spread function F(u)

is proportional to the standard optical transfer function

(OTF)’and in virtue of eq. 13 and the well known properties
• of convo lution produ cts and Four ier transforms is given

by the autocorrelation of the pupil function ~( u ) ; that is

F(u) = ~3(u)s~~(u)

(14)

=f du ’

To apply this form of incoherent optical correlator

to the acquisition of a spread spectrum code we need only

identify 0(x) in eq. 12 as the input segment AS(x) and

F(x) as the stored representation of the full code C(x ) .
So far so good , for coincidently the binary codes we wish

to use are naturally real and positive as required by

eq. 13! However , the filter transparency which is physically
inser ted in the system must represent not the code but, in
some sense , the Fourier transform of its square roo t .

Here we come face to face with one of the mos t dif f icul t
issues associated with the successful implemention of this

form of incoherent optical processing, that of selecting a
pupil function ~(u), which when Fourier transformed and

magnitude squared will produce the desired point spread

function F(x). This is not a well def ined mathematical
problem with a unique answer, for one can immediately con-

• struct an infinity of possible pupil functions which will
. result in the same point spread function F(x). For example ,

if we consider the product of /F(x) and any arbitrary

phase factor exp 114(x)) we have a candidate p(x); i. e.,
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p(x) /F(x) expIi~(x)I (15)

which when Fourier transformed leads to a pupil function

~ (u)  which satisfies our requirements. Since there Is an

i n f i n i t y  of arbitrary phase factors 4 (x )  we can conjure
up, there must be an in f in i ty  of pupil functions ~ ( u) which
solve the problem .

If this was all there was to the problem we would

have no d i f f i c u l t y  at a l l ;  since 4 can be arbi t rar i ly
chosen let us choose it equal to zero and compute ~(u )
as the transform of V P(x) I. In our case , where F(x )
represents a binary code C(x) where C can be only +1 or
0 , a convenient simplification occurs ; that is

C( x) C(x) 2 
= V C (x ) I  (+1 ,0) (16 )

and hence it would appear that a suitable ~(u) could be -

obtained by simply transforming the code such that

p(x) E C(x) ~(u) (17)

If we attempt this we see immediately 3vhere the real obstacles
lie. A function with square corners such as C(x)
has a Fourier transform which extends to infinity —— but
the lenses and filter transparency illustrated in figure 12
are finite in size. If the ~(u) generated by the recipe
above is inserted to a real optical system , the point
response F(x) which actually appears in the output plane
will not be C(x) but only an approximation to it; In a
sense, a low pass filtered version. In other words, because
of the lenses finite apertures , only a diffraction-limited
image of C(x) is possible.

~ 

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

-



The mathematical problem we must resolve to implement

this form of incoherent optical processor can now be more

properly defined as follows :

• Gi ven a desired point spread function F ( x ) ,
find the band—limited pupil function ~(u)
wn ich produces the “best” approximation to
F(x)  when Four ier transformed through the
finite lens aperture available .

A natural def init ion for “best” is to choose ~(u)
such that the mean square error E between l p ( x ) 1 2 and
described F(x) is minimized; that is

E = f dx [Ip (x)1 2 - F(x)]2 (18)
Output
plane

Of course , this is an arbitrary choice and other definitions

of “best” may be more suitable for part icular appl icat ions .

Generally, the requ ired pupil funct ion ~(u) will be
complex , tha t  is , it wil l  have both an amplitude and
a phase . While physica lly implementing such a “transparency ”
can be d i f f i c u l t, it is certainly possible by a variety of

techni ques .~~~~ However , since some forms, e . g . ,  phase only
or amplit ude-only , e t c . ,  are often simpler to produce by
whatever particular process is being utilized , it is inter-

esting to consider additional restrictions on the pupil

function ~(u ) .  For example , since a real , positive trans-.

parency is particularly easy to fabricate we might ask :
What real positive aperture—limited pupil function ~ (u)
wi l l  result in the “best” approximation Ip (x)1 2 to the
desired point response function F(x)? At the moment , little
is known concerning the answers to this type of question .
However, there are formal techniques of “optimal estimation”
which have been developed to resolve such “best” approximations ,

- 
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constrained problems in systematic ways . In the f u t u r e ,
this issue will hopefully get the complete analysis it

deserves.

Returning now to the particular problem at hand --
spread spectrum -- we note th at the point spread function
F(x)  which we hope to generate in the output plane can at
best be some diffraction-limited Image of the code C ( x ) .
However di f f rac t ion plays an ent irely di f fe ren t  role here
than it did in the case of the “geometric optics ” processor
f i rst described. Considering Figure 13 it can be shown that
if AL is the smallest resolvable bit which can be recorded
on the filter plane , the field of view Lmax in the image
plane is given approximately by

L 2Af/AL (19)max

and by the usual diffract ion—limited expressions for the
resolution of a uniformly illuminated aperture , the smallest
resolvable bit Ax which can be produced in the image plane
is approximately

Ax 2Af/L (20)

Thus the total number N ~f bits we can produce in the image
plane is

2 2
N Area of ~‘OV 

Lm 
- (“I )Area of resolvable bit - 

Ax2 
- 

AL2

But L2 /A L 2 is just the total number of bits we could record
in direct form on the f i lter ; precisely the number which

• have been presented in the table . Thus the more sophisticated
form of incoherent optical processing successfully overcomes
the diffraction—limitation of the geometric optical correlator
as anticipated.
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Figure 13a

~~~~~~~
Figure 13b

Figure 13: Diffraction Limitation of the Incoherent Optical
Processor

a) Output Plane POV limitation E Pupil Plane
Resolution Limitations

b) Output- Plane Resolution limitations Pupil
Plane FOV limitations
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6.3 Coherent Processing

There are, of course , coherent optical techn iques
available which are well suited to computing the cross

correlation required for spread spectrum synchronizat ion .
These are the more traditional , “holographic ” approaches
which have been so thoroughly studied since the advent of
the laser in the early sixties. One such scheme is illus-
trated in figure 14. The basic function of the lens is to

produce an image of the input AS(x) in the image plane,

subject to the usual constraints

= -
~~ (22 )p q f

However , common to all optical systems , a Fourier transform
of A S(x)  will appear in the plane or planes in which the
li gh t source is imaged . In th is case , with the assumed

parallel illumination a Fourier transform will occur at

the focus of the lens L1, at a posit ion between the lens and
the image plane. If a transparency on which has been
recorded the Fourier tran sfo rm of the code is placed into
this plane , the light passing through this filter will be
modulated by the product of the two Fourier transforms .
As the light continues to propagate to the image plane from
the backface of the Fourier plane filter, the laws of pro-
pagation of light automatically produce another Fourier trans-
formation . Without the filter in place , that this must happen
is fairly obvious as an image of AS(x) is in fact produced
in the image plane. With the filter in place , this additional
transformation of a product of transform generates the
desired convolution or cross section.*

*It should be noted that the Fourier transforms and images
discussed in the context of coherent systems are in terms
of amplitude rather than intensity , unless otherwise stated.
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Four ier
Input Transform Image

PlaneAS(x) Filter ASsC
L1 C(x)

Figure 14: Coherent Optical Processor for producing
the cross correlation ASsC
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As can be seen , th i s  is a re la t ively  s t ra igh t fo rward
procedure w i t h  a number of features to recommend i t .
Specifically, in contrast to the incoherent approach dis-
cussed above, the coherent filters are uniquely defined .
Such an implementation should definitely be investigated
for the spread spectrum application .
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7. RELATIVE MERITS OF THE INCOHE RENT
VS THE COHERENT APPROACHES

Without attempting to resolve this difficult question

in any generality or even to discuss just what are the ad-

vantages claimed for each , let us simply note that the
spread spectrum task of interest to us here represents an

unusual , special case which could well provide us an oppor-
t u n i t y  for direct experimental comparison . Interestingly,
since our desired point response function for the inco-
herent case is just the binary code itself , the most
s ignif icant  l imitat ion of incoherent processors —— that is ,

the restriction to positive, real impulse responses -- is
not a problem here. In fact , it appears that both the

coherent and the incoheren t processors can operate with the
same f i l t e r  -- i . e . ,  the Fourier transform of the code . It
would seem then that we have here an unusual opportunity to

compare the performance of the two compet ing approaches
operating under very similar conditions -- both are attempts
to accept the same input AS(x), use the same f i l te r  C(u) ,
and obtain the same output ASIC.
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